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Mainstreaming ecosystem services

Same, but short 
on resources & in-
depth technical 
expertise

Interest in: cross-
jurisdictional 
management; evaluating 
tradeoffs; increasing 
responsivity to the public



Classifying land cover: A semantic jungle

Data source Spatial extent Resolution # classes Years

SERVIR Rwanda 30 m 13 1990, 2000, 2010

SERVIR Tanzania 30 m 19 2000, 2010

ESA-CCI Global 300 m 35 2000, 2005, 2010

GlobeLand Global 30 m 10 2010

Manually harmonizing multiple datasets takes time & introduces subjectivity
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…
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A semantic approach to ecosystem 
services (Villa et al. 2014)

http://aries.integratedmodelling.org

http://aries.integratedmodelling.org/


Key design principles for semantic modeling

1. Keep semantics as 
modular as possible

2. Reuse existing 
expert knowledge 
wherever possible

3. Formalize semantics 
in ontologies*

*Concepts & their interrelationships precisely defined 



Anything we can observe (with data) has a 
subject
• Countable, physical, recognizable object

• Examples: 
1. A mountain

2. A population of humans

3. A population of trees (i.e., a forest)

4. A river



Typical data describe a subject’s specific quality

• Described by an observer type (e.g., measurement, count, percentage, 
proportion…)

• Examples:
1. The elevation of a mountain (measurement)

2. Per capita income of a group of humans (value)

3. Percent tree canopy cover (percent)

4. A river’s stream order (ranking)



Over time, subjects may experience processes

• Examples: 
1. Erosion of a mountainside

2. Migration of a human population

3. Tree growth in a forest

4. Streamflow in a river



A single, time-limited process is an event

• Examples: 
1. A snowfall event on a mountain

2. The birth of a new human in the population

3. The death of a tree in the forest

4. A flood event on a river



Relationships connect two subjects

• Examples:
• Structural connection – Parenthood connects parents to children

• Functional connection – Ecosystems providing a particular benefit to human 
beneficiaries

• Very important for agent-based models 



Observables can also have 
one or more traits
• “Adjectives” that add descriptive power to further modify a concept

• Add flexibility without adding more complexity to the ontologies

• Four types: 

1. Attributes
(Temporal, frequency, 
min/max/mean, etc.) 2. Identities 

(Authoritative species or 
chemical names) 3. Strata 

(Soil, atmosphere, ocean, 
forest) 4. Orderings

(High-Moderate-Low)



A language to define data for environmental 
modeling

Subjects Qualities

Traits

Processes Events

Relationships

In all cases, use accepted authorities when available (IUPAC, GBIF, 
AGROVOC, etc.)



Standard data & modeling flow

• First time running an environmental modelers:

• Second, third, fourth time: 

Download & 
preprocess input 

data

Parameterize & run 
models

Calibration, 
validation, sensitivity 

analysis

Policy analysis; 
disseminate results 
to stakeholders & 

scientific community

Archive data and 
models using 

metadata standards

At the end of the project, budgets are tight, and people want to get 
the paper/report out without worrying about proper archiving

Same thing!



Semantic data & modeling flow

• First time modelers:                       Second, third, fourth time modelers:

• Archival work is up front, after that it’s usable by anyone

Semantically 
annotate data & 

models

Parameterize & 
run models

Calibration, 
validation, 
sensitivity 
analysis

Policy analysis; 
disseminate 

results to 
stakeholders & 

scientific 
community

Download & 
preprocess input 

data

Parameterize & 
run models

Calibration, 
validation, 
sensitivity 
analysis

Policy analysis; 
disseminate 

results to 
stakeholders & 

scientific 
community



Cloud-based data and models: Toward 
context-aware modeling
• Many global & national datasets served by Web Coverage Service 

(WCS)/Web Feature Service (WFS)

• Data export via CKAN

Client (modeler, user) side Cloud infrastructure

User interface Semantic 
modeling node

Other remote 
modeling nodes



Data and model annotation



Incorporates different models based on 
context & purpose

• Bayesian belief networks

• Simple deterministic/mathematical models

• Lookup tables

• Process models

• Agent-based models

• Multicriteria analysis



Structural learning: data-driven modeling using 
Bouckeart 2008

Structural learning using hill climbing, simulated annealing, tabu search 
algorithms
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Automating data & model assembly: Opens door for 
machine reasoning, pattern recognition

Set context: 
Runoff, Big Island, 

Hawaii

Query available 
models

Found 2 models:
Wet & dry tropics 

appropriate 

IF annual precipitation < 2,500 mm RUN 
MODEL A, OTHERWISE RUN MODEL B

Find & query 
annual 

precipitation layer

Identify data needs to run each model 
(DEM, precipitation, soils, vegetation, etc.)

Identified 3 digital 
elevation models 

(DEMs)

Integrated modeling 
results & provide 

provenance diagram

DEM 1: Global DEM, 90 m 
resolution, reliability score = 70

DEM 2: State DEM, 10 m 
resolution, reliability score = 85

DEM 3: Study area DEM, 5 m 
resolution, reliability score = 90

Select appropriate datasets to populate 
models; run models

Data integration

Raw 
precipitation 

data

Reclassified 
precipitation 

data

Run 
Model A

Run 
Model B



Current activities and teams in ARIES

Developers: descriptional conventions and software stack:
1. Modeling language and “glue” semantics for existing content

2. Client infrastructure for modelers

3. Client infrastructure for end users

4. Server infrastructure serving data and models

Philosophers: ontologies for socio-environmental systems
1. Foundational ontologies (subjects, processes, events, qualities, 

relationships, traits);
2. Domain ontologies (ecology, agriculture, policy, geography…)

Modelers: in charge of data and model content
1. Global data/models for rapid assessment
2. Detailed, specific content for case studies
3. System switches automatically based on context.

The SMM cloud, as seen from Bilbao in 
Dec 2014



Current Infrastructure

Semantic modeling language [well developed]
Documentation and web presence [ahem]
Domain ontologies [in progress]
Client infrastructure

• Command-line client [for experts]
• Integrated Development Environment [good]
• User client [to be developed]

Server infrastructure
• Modeling engine [local and remote]
• Authentication and data retrieval services [online]
• Collaboration infrastructure [certification, user management, data upload and 

publishing]
Training: International Spring University [yearly in Bilbao, since 2013]: 2-week intensive 
course, rebooting in 2018 with support for web explorer interface. Looking for more 
collaborations and opportunities to share and disseminate.



Thanks!

kbagstad@usgs.gov


